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***Abstract***— This project proposes the implementation of a real-time facial recognition system, which uses a web-based client, an optimized lightweight two stage model architecture. The system is to be trained on a custom dataset of approximately 350-400 image frames for each of 11 individuals provided by the instructor. The client-side component, implemented as a web-application, will perform lightweight face detection to draw bounding boxes around detected faces (up to N individuals) directly on a live video feed, cropping and then delivering through RPC calls, thereby optimizing network bandwidth. The backend will host a Local Binary Patterns Histograms (LBPH) model, to perform individual identification. This report outlines the initial problem analysis, architecture, methodology, and discusses the feasibility of traditional AI algorithms and edge model face detection for a seamless UX.
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1. INTRODUCTION

Facial recognition technology has become important in many modern applications, ranging from security to Snapchat® filters. This project aims to develop a real-time facial recognition system focusing on a specific dataset of 11 individuals.The core objective is to train a reliable recognition model using C/C++ without higher level libraries, one of our goals is to maximize the use of matrix multiplications in hopes to achieve more efficient deployment on specialized hardware in the future.

1. PROBLEM UNDERSTANDING

The central problem is to develop a facial recognition system capable of identifying individuals from a predefined dataset in real-time. Goal is not to create a accurate model, but a proof-of-concept, Key challenges associated with this include:

1. *Variability in Lighting, Pose, and Orientation:*

Real-world scenarios introduce diverse environmental conditions that can significantly impact detection and recognition accuracy.

1. *Maintaining Image Quality Consistency:*

Real-world scenarios introduce diverse environmental conditions that can significantly impact detection and recognition accuracy.

1. *Real-Time Model Response*

Achieving low latency between capturing a frame and presenting the identification result, which is critical for a "real-time" system. This project specifically addresses this by proposing a split architecture:

* 1. *Client-Side (Web Application):* Responsible for capturing the webcam feed, maintaining web-socket connection, performing initial face detection, and drawing bounding boxes directly in the browser and cropping images to send to the backend host. This offloads computational burden and reduces data transfer to the backend.
  2. *Backend (Server):* Responsible for face identification using the trained model, receiving only cropped face images from the client.
  3. LITERATURE REVIEW
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1. *LBPH (Local Binary Patterns Histograms) for Face Recognition*

The Local Binary Patterns Histograms (LBPH) algorithm is a widely recognized and effective face recognition technique. It operates by extracting local texture features from grayscale images. The image is first divided into small regions, and for each region, Local Binary Pattern operators are applied to generate a histogram. These histograms are then concatenated to form a feature vector, which is used for classification. LBPH is known for its computational efficiency, and good performance on small datasets like ours.

1. *Viola-Jones Algorithm for Face Detection*

The Viola-Jones algorithm is an influential work in real-time object detection, again particularly for faces. It uses HAAR[1]-like features, and a cascade structure to quickly discard non-face regions. This cascaded approach makes it exceptionally fast and suitable for real-time applications, including its use as the initial face detection step in many recognition systems.

1. *Deep Learning Approaches (DeepFace, FaceNet,*

*VGGFace)*

Deep learning approaches have revolutionized facial recognition. Models like DeepFace, FaceNet, and VGGFace utilize Convolutional Neural Networks (CNNs) while some use Vision

Transformers to learn robust, high-level feature representations (embeddings). These embeddings are then used for classification or other tasks.

* 1. *Pros*: Significantly higher accuracy, robust to variations in pose, lighting, and ability to generalize to unseen data using drop-out layers and other methods.

* 1. *Cons*: Generally requires massive datasets for training, computationally intensive (demanding powerful hardware like GPUs), often act as "black boxes" and good visualization tools are only feasible on smaller models, xAI (Explainable AI, not the company) does make it easier to create models which are explainable and visualizable, in general while highly accurate, DL’s computational demands and lack of inherent explainability might make them less suitable for this project's constraints on hardware and model interpretability, especially given the provided dataset size.

1. *Justification for Selecting LBPH*

LBPH is selected as the primary face recognition algorithm for this project for several compelling reasons:

* 1. *Dataset Suitability:* The project utilizes a relatively small custom dataset of 11 individuals (350-400 images each). LBPH performs efficiently and achieves acceptable accuracy on such constrained datasets.
  2. *Real-Time Performance:* LBPH, being less computationally intensive than deep learning models, can offer real-time performance on standard CPU hardware, making it suitable for backend processing where dedicated GPUs might not be available for inference.
  3. *Explainability/Interpretability:* While not a decision tree in the traditional sense, the LBP features themselves and the histogram comparison process offer a more transparent and understandable mechanism than the complex, multi-layered operations of a CNN. This aligns with the project's interest in a "visualizable" or "explainable" model concept.
  4. *Project Scope:* It aligns well with foundational computer vision concepts and avoids the extensive infrastructure requirements associated with deep learning libraries, allowing focus on the system integration and web client.

IV. DATASET DESCRIPTION AND EDA

Exploratory Data Analysis will be conducted to gain insights into the dataset’s properties and quality.

* 1. *Image Distribution*: Charts to be generated to visually represent the exact count of images available for each of the 11 individuals, ensuring no large imbalances exist that could bias the training.

* 1. *Sample Images*: A head / grid of sample images will be displayed for each person to visually inspect the variability in pose, expression, color, lighting and background within their respective image sets.

* 1. *Consistency Checks*: Image sizes, resolutions, and color profiles will be checked for any inconsistencies that might require pre-processing steps. Observations will be noted regarding image quality, (e.g., blurry images). Some steps may also be needed to remove RGB channels, and preserve the alpha channel.

A. Extended Exploratory Data Analysis

additional EDA was conducted to understand more about strengths of our dataset regarding preprocessing requirements.

1. Basic Image Statistics

image dimensions and aspect and width ratios:

heights, widths, and aspect ratios of various images were visually plotted and analyzed to test whether resizing or padding was needed before preprocessing.

Color Distribution Analysis :

Normalization and adjustment must be performed for lighting in images in the dataset can be investigated via analysis of RGB histograms of the images.

Files Size and Format Validation

A histogram of the image file sizes was also produced to detect outlier values in images, which would signify potential data corruption. The image formats acceptable like .jpg and .png were also checked against pipeline spec requirements.

2. Pose and Expression Variation Analysis

As our dataset has such pose and expression variations, we also checked:

Facial Landmark Consistency:

Landmark verification pose variation with landmarks such as dlib's 68point face model were performed to check consistency. These landmarks play a pivotal role when calculating geometric distortion and for pose normalization in the future.

Head Pose Estimation(Yaw, Pitch, Roll):

Facial landmarks like nose bridge, eyes, and mouth allowed 3D pose angles to be estimated using solvePnP. This process involved quantitative validation of pose uniqueness which turned out to be the key factor for model generalization.

Expression Analysis:

Express labels were not explicitly defined, but an emotion detection algorithm by DeepFace was capable of estimating class-wise distribution of emotions such as happy, neutral, sad, etc.

3. Quality of Face Detection

Bounding Box Analysis:

To make sure that face crops were informative as well as centrally aligned correctly, the bounding box sizes and aspect ratios that were detected were plotted.

Confidence Scores:

The confidence levels of detectors were examined in an attempt to reject low-confidence images which would be hypothesized as noisy data for the recognition model.

4. Intra- vs. Inter-Person Variability

Average Face Visualization:

An "average face" was constructed for each individual by registering and averaging their images. This picture captured their general face shape visually.

Feature Distance Analysis:

Intra-class distances among images of the same person and inter-class distances among images of different individuals were computed based on basic features such as pixel vectors or histograms. In an ideal scenario, intra-class distance would be minimal.

B. Feature Extraction Techniques

While our base model (LBPH) uses handcrafted features, data richness allows investigation of alternative feature types:

Handcrafted Features:

Histogram of Oriented Gradients (HOG): Gradient-based local texture signatures.

Local Binary Patterns (LBP): Low-dimensional texture encoding used in our selected LBPH model.

Facial Landmarks: 68-point coordinates normalized for facial-geometry regularized features.

C. EXIF Orientation Correction and Preprocessing

A crucial preprocessing step was image orientation correction through EXIF metadata. The majority of phones and cameras store orientation in metadata rather than rotating raw image data.

EXIF Value 6 (common in our dataset) indicates the need for a 90° rotation clockwise. Libraries like OpenCV default to ignoring this tag, leading to misaligned inputs.

Ensuring consistent facial alignment, the orientation correction was solved by:

Reading the EXIF tag (using Pillow or equivalent libraries).

Applying the required transformation.

Verification for alignment using facial landmarks to place the eyes and mouth in the right horizontal position.

This is required since incorrect orientation negatively impacts face detection and recognition models that are designed to work on upright, front-facing faces.

# Task Distribution

1. ***Kabeer Jaffri****: Data Loading and Preparation* **Job**: Writing core function logic to work with the file system, discover the classes (people) and how many pics of each. This is the base level which provides the data structures for everyone else. **Function**: load\_and\_prepare\_data()

1. ***Reham Hafeez****: Data Visualization*

Responsibility: Duties and Responsibilities: Generate all EDA's visual deliverables. This includes showing a bar chart that shows the distribution of the classes, as well as a grid of images to get a qualitative feel for the dataset. This position is all about turning raw data into compelling graphics.

**Functions**: visualize\_class\_distribution()

1. ***Hiba Fatima****: Data Visualization*

Responsibility: Write and format report, and perform research analysis on face-detector module.

V. METHODOLOGY

Our methodology is divided into client and server implementations, orchestrating real-time face detection and recognition for a seamless user experience.

*I. Face Detection (Client-Side)*

The web client will access the user's webcam feed.

1. *Real-Time Frame Processing:* JavaScript will continuously capture frames from the video stream.

1. *Client-Side Face Detection Model:* An instance of a lightweight face detection model or a custom implementation (e.g., TF.js’s versions of Blaze Face, or Face Landmark Detection Models) will run

directly in the browser on Web Assembly

1. *Feasibility:* Running face detection in the browser is highly feasible and widely adopted. OpenCV.js compiled OpenCV's C++ library to WebAssembly, enabling near-native performance for image processing tasks directly in the browser. This negates the need to send entire video frames to the backend, drastically reducing bandwidth requirements.

1. *Bounding Box Drawing*: Upon detecting faces (designed to handle up to 2 individuals simultaneously for a cleaner demonstration), the client will draw bounding boxes and confidence scores directly onto the video canvas in real-time, and show a loading indicator.

1. *Data Preparation for Backend*: For each detected face, the client-side script will crop the face region from the original frame, resize it to a target dimension, convert it to grayscale, and serialize and send a RPC request.
2. *Haar Features for Face Detection and Noise Check*

We applied Haar features to detect faces in the images. But other than that, we also applied them to test how noisy or blurry an image was.

Haar features are used by checking edges and patterns in the image.If the Haar response is too scattered or random, it typically implies the image is noisy or blurry. So we averaged the Haar response for every face image to identify noise and smooth it out.

1. *Feature Vector and Classifier*

We built a feature vector (a list of numbers that describe the face) for every image from:

Haar responses

LBP texture features

Landmark distances (such as distance between eyes, nose, etc.)

Image brightness and contrast (simple stats)
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1. *Decision Tree and XGBoost Classifier*

We utilized Decision Trees as they're easy to understand and explain why a prediction was made. Decision Trees were initially applied as a baseline for their simplicity, interpretability, and capability to visually see decision boundaries.

We utilized XGBoost to increase accuracy. It uses numerous small trees to make more accurate predictions.

XGBoost, a gradient boosting algorithm, was subsequently utilized for improved performance. It constructs a forest of decision trees incrementally, optimizing classification accuracy while controlling overfitting.

# Real-Time Testing and Seamless Integration

1. *Frame Rate Control:* To prevent overwhelming the backend and network, the client will implement a frame rate control mechanism. Instead of sending every live frame, it sends frames at a fixed reduced rate (e.g., 5-10 frames per second, clock cycle implementation), or only when a new face enters/leaves the frame, or when the confidence of an existing recognition drops below a threshold.

1. *Visual Feedback:* During the round-trip communication with the backend, the client will display visual cues (e.g., "Identifying...", a loading spinner within the bounding box, or temporary labels like "Unknown") to inform the user that processing is happening in the background. Once the backend responds, the detected bounding box will be updated with the predicted name and confidence score.

VI. Conclusion and Future Work

This project aims to deliver a functional real-time facial recognition system accessible via a web client, employing a pragmatic two-stage processing pipeline. The selection of LBPH for backend identification ensures a balance between performance, dataset suitability, and relative interpretability. The critical decision to implement face detection client-side using WASM, is pivotal for achieving a smooth and responsive user experience, significantly reducing the data processing load on the backend and network.

*Planned Improvements and Future Work:*

1. *Alternative Feature Extractors/Models:* Experiment with other classical face recognition algorithms (e.g., Eigenfaces, Fisherfaces) for comparison against LBPH's performance and characteristics.

1. *Deep Learning for Enhanced Accuracy:* If computational resources permit, explore integrating lightweight CNN models (e.g., MobileNet, SqueezeNet) as feature extractors, with a simpler classifier (like SVM or even a Random Forest on the extracted embeddings) for identification, to

potentially boost accuracy while retaining some explainability (via feature visualization).

1. *Dataset Augmentation:* Implement data augmentation techniques (e.g., rotations, flips, brightness adjustments) to increase the effective size and variability of the training dataset, which can improve model generalization.

1. *Deployment Optimizations:* Optimize the web client for various browsers and devices. Further investigate WASM for backend inference if the performance of the Python server becomes a bottleneck for larger datasets or more users.

1. *GUI/User Interface Enhancements:* Develop a more sophisticated user interface for model management, adding new users, or viewing recognition logs.

Appendix [A]

[1] [Exploratory Data Analysis Outputs](https://docs.google.com/document/d/193zNXsB0Dl3TiHF0WA1njvGNG5N_m-fucSjqNl51nFU/edit?usp=sharing). “Contains face counts, channel structures and other distributions regarding data”
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